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Templet Web is an academic cloud service, what belongs to the 
category of Platform-as-a-Service.

The aim of the service is to provide affordable high performance 
computing (HPC) tool for researchers and students.

What makes the HPC affordable in the Templet Web service?

 Access procedure for a high-performance system.
 Application deployment automation.
 Parallel programming automation.

WHAT IS TEMPLET WEB ?
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Problem:  providing access to a remote cluster
Method:   volunteer computing approach

Problem:       forecasting computational load of the cluster
Method:  adaptive forecast models: 

 similar patterns extrapolation + 
 artifitial neural networks

Problem:                           parallel programming
Method:      algorithmic skeletons    + 

 actor-like computation model

OUR RESEARCH & DEVELOPMENT METHODOLOGY
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ON-DEMAND ACCESS TO ACADEMIC CLUSTER (1/5)

a consumer
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the SSH protocol
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Consumer submits the program source code and input data to Volunteer

Volunteer runs the program on his/her own behalf on the remote system

Volunteer returns result of the run to Consumer
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Templet Web system acts as a broker and assumes the following 
obligations:

- storing of source code, data and the result of computations for 
 mutual audit of Consumers and Volunteers actions;

- organizing the access to this information by both Volunteer and
 Consumer (auditing facility);

- multiplexing access for many Consumers to the same Volunteer
 account.

ON-DEMAND ACCESS TO ACADEMIC CLUSTER (2/5)
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ON-DEMAND ACCESS TO ACADEMIC CLUSTER (3/5)
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create a project

add a consumer
 to the project



ON-DEMAND ACCESS TO ACADEMIC CLUSTER (4/5)
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add an environment
 to the project

with a link
 to the remote system



ON-DEMAND ACCESS TO ACADEMIC CLUSTER (5/5)
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get 12-hour load forecast 



APPLICATION DEPLOYMENT AUTOMATION (1/5)
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Template Task Environment

The Template contains sample code 
that users can adapt to their 
algorithm; the script that controls the 
assembly of the Task on the 
Volunteer system; there are also a 
start script and the script for 
downloading the results.

The attributes of a task are the 
code of the Customer program, the 
input data, the output data and the 
execution status. The Task is 
generated from the Template.

Each Environment contains 
information for connecting to the 
Volunteer system. Environment 
implements the life cycle of Tasks
in Volunteer system.



APPLICATION DEPLOYMENT AUTOMATION (2/5)

10

list of templates



APPLICATION DEPLOYMENT AUTOMATION (3/5)
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press run button to deploy the program 

tasks appear in the list



APPLICATION DEPLOYMENT AUTOMATION (4/5)
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you can observe the status of deployed task 



APPLICATION DEPLOYMENT AUTOMATION (5/5)
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you can browse results when the task is completed 



AUTOMATIC PARALLEL PROGRAMMING
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Bag-of-tasks skeleton

bag of tasks 

abstract task

abstract result of task calculation

when and how to get a new task 

how to put and accumulate results 

how to process a task 

how to input data to the program 

how to output the program results 

Extension points

All implementation details are hidden from the programmer



Table 1. The dynamics of Templet Web user growth

RESULTS OF SERVICE OPERATION (1/2)
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Year Total in the period Accumulated total

2013-2015 212 212

2016 63 278

2017 (first six months) 88 366

Table 2. The number of task runs on Templet Web
Year Total in the period Accumulated total

2013-2015 141 141

2016 2597 2738

2017 (first six months) 1308 4046



Table 3. The dynamics of creating projects in Templet Web

RESULTS OF SERVICE OPERATION (2/2)
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Year Total in the period Accumulated total

2013-2015 153 153

2016 126 279

2017 (first six months) 237 516

Table 4. The number of projects managed in browser
Year Total in the period Accumulated total

2013-2015 0 0

2016 97 97

2017 (first six months) 226 323
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