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THE TEMPLET SYSTEM IN BRIEF
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The Temple system  aims to reduce the parallel programming 
complexity to the level of sequential programming for ones who 
develop their own HPC applications

Research methods:
 actor model of execution (Carl Hewitt)
 temporal logic of actions (Leslie Lamport)
 algorithmic skeletons (Murray Cole)
 language-oriented programming (Martin Ward)   

Programming in Templet means:
 a view of parallel algorithm 
      sequential algorithm + specification of parallelism
                            → parallel algorithm
 using standard language (C++), libraries (OpenMP, MPI), IDE, and 

the Templet lightweight tooling in application development   



IT IS IMPORTANT TO UNDERSTAND HOW AN APPLICATION
INTERACTS WITH ITS EXECUTION ENVIRONMENT 
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Parallel applications

Poincaré map

Continuous wavelet 
transform

Finite difference method

 Business process 
modeling

…..
 others

   

Run-time 
implementations

Debugging

Sequential execution

Parallel execution in 
shared memory

 Parallel execution in 
distributed memory

Emulated execution

   

Mathematical 
specification

of computation



MAPPING FROM A VARIABLE TO ACTOR OR MESSAGE
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ACTOR SYSTEM RUN-TIME VARIABLES
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SEQUENCE OF STATES (ACTIONS)
 IN THE TRANSMISSION OF A MESSAGE BETWEEN TWO ACTORS
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A1: ACTOR STARTS THE EXECUTION
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A2: ACTOR FINISHES THE EXECUTION
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A3: ACTOR SENDS A MESSAGE
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A4: MESSAGE ARRIVES TO AN ACTOR
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ADDITIONAL DEFINITIONS
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means that the action 
executes for every pairs of system states

means that if the action A (that change
variables f ) is enabled long enough
it will finally be executed



FINAL DEFINITION OF THE ACTOR RUN-TIME SYSTEM S
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PARALLEL PROGRAM IS DEFINED  AS
 SEQUENTIAL MESSAGE HANDLER RECV(I,J)

13

The message handler procedure RECV(i,j) 
is called with the action 

and returns with the action  

of the actor run-time system S  



PRIMITIVE OPERATIONS FOR THE MESSAGE HANDLER RECV(I,J)
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Testing for the accessibility of a message

  Sending a message to an actor



VARIABLE ACCESS RULES FOR THE MESSAGE HANDLER RECV(I,J)
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(A)  the handler RECV(I,_) can access actor
       state variables var, if F(var)=I

  

(B) the handler RECV(I,_) can access message state
      variables var, if F(var)=J and access(I,J)=true

  

(C)  the handler RECV(I,_) can send a message
       with the call send(_,J), if  access(I,J)=true



THE ACTOR RUN-TIME SYSTEM IMPLEMENTATION (1/3)
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THE ACTOR RUN-TIME SYSTEM IMPLEMENTATION (2/3)
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THE ACTOR RUN-TIME SYSTEM IMPLEMENTATION (3/3)
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For more details, please, see the poster section 
presentation:

S.Vostokin, E.Skoryupina
A Performance Analysis of Simple Runtime System 
for Actor Programming in C++

 



THE TEMPLET SYSTEM RUN-TIME AND APPLICATIONS
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По желанию – личные контактные
данные автора,

телефон,
e-mail

http://templet.ssau.ru

https://Github.com/templet-language

E-mail: Sergei Vostokin <easts@mail.ru>

http://templet.ssau.ru/
https://Github.com/templet-language
mailto:easts@mail.ru
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